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Who is EUROCONTROL 

40 member States40 member States

44 ECAC States44 ECAC States
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Traffic doubles by 2020

11.1 million flights 2010 2025

200019977.0 million flights 8.0 million flights

Traffic tripled over 25 years

16.0 million flights
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One normal day of Traffic

file:///home/balder/Ubuntu%20One/Documents/2013/FRAM/FRAMily/Presentations/C:%5CTony%2005%20Jan%202009%5CTony%5CStates%5CGermany%5CResilience%20Engineering%202010-2014%5COneDayAnim_World_to_Europe_Colored3D_Shorter.avi
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One less normal 

file:///home/balder/Ubuntu%20One/Documents/2013/FRAM/FRAMily/Presentations/C:%5CTony%2005%20Jan%202009%5CTony%5CStates%5CGermany%5CResilience%20Engineering%202010-2014%5CVolcanicAshCopyright_14to21April.avi
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What next   

• Communicate on the work done in the 
recent past;

• Develop White Paper(s);
• Work on Positive methods 

• Weak signals;
• Neutralised taxonomy;
• 10 principles of introducing HF in 

investigations;

• Bring together DFS and NAV-P (others ?) to 
Model ATM/ANS using FRAM (not starting 
from scratch).
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 Building the foundation in the past –
Resilience Engineering White Paper 2009

• What is Resilience 
Engineering?

• Why do we need it in ATM?

• What is the usefulness of 
performance variability?

• What does Resilience 
Engineering look like in 
practice?

• How does Resilience 
Engineering fit with other 
safety methods?

• How mature is Resilience 
Engineering and what is the 
added value for ATM?
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From Safety-I to Safety-II EUROCONTROL 
White Paper
to be ready for Dublin 26-27 Sept 2013 
Seminar

• Safety-I – Avoiding That 
things Go wrong

• Work-As-Imagined vs. 
Work-As-Done

• The Foundation of 
Safety-II – Performance 
Variability

• Emergency rather than 
causality

• The manifestation of 
Safety–II – things that 
goes right
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Quick wins – neutralisation of 
contributing factors

The problem with negative contributory factors

• Apply only to errors/failures in infrequent safety 
occurrences;

• Need for constant expansion, few data in each category;
• Can be seen as blaming;
• Hard to use in interviews;
• Lead to partial analysis - do not allow the coding of what 

went right;
• So we need a focus on performance variability of 

activities, functions & resources.
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What went right?

• How to identify what went right as well 
as what went wrong in…
• normal operations – what keeps the operation safe
• safety occurrences – what prevented a more serious 

incident or accident?

 Mode S tools  Emergency training  Checklists 
 TRM (Team Resource Management)
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What could go right?

• How to also identify what the person was doing 
or trying to do right at the time? 

• How to identify what could improve safety?

Neutralise the contributory factors
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Some are already neutral

D1. Documentation and 
Procedures

      D1-1.   Documentation-manuals
      D1-2.   Documentation-charts
      D1-3.   Documentation-SOP
      D1-4.   Documentation-checklists
      D1-5.   Procedures-airport
      D1-6.   Procedures-approach
      D1-7.   Procedures-EnRoute
      D1-8.   Procedures-oceanic
      D1-9.   Procedures-oceanic 

contingency
      D1-10.  Documentation-displays

B8. Airport
      B8-1.   Ground markings
      B8-2.   Signage
      B8-3.   Airfield ground lighting
      B8-4.   Airfield layout
      B8-5.   Work in progress
      B8-6.   Line of sight 

So most other 
resources 

(equipment, staffing, 
etc) should also be 

neutral because 
they can contribute 

negatively or 
positively to safety 
(usually positively!)

   

And functions & 
activities should also be 

neutral because their 
performance varies
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And a few are already positive

 E. Additional Causal Factor 
set – Mitigation

      E1. Good ATC planning 
decision

      E2. Good ATC tactical 
decision

      E3. Good engineering 
planning decision

      E4. Good engineering tactical 
decision

      E5. Good defensive 
controlling

      E6. Good resolution action 
      E7. Good network 

management decision
      E8. Good local traffic 

management decision
      E9. Good co-ordination
      E10. Good assistance by 

controller
      E11. Good assistance by 

ATSA 

But this list will 
also be ever 

expanding as more 
mitigations are 

found (Good ATCO-
ATSEP comms, 

Good CRM`/TRM, 
etc)!

So there is no need 
for the list if other 

categories are 
neutralised. 
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Examples

14

See - identification

Remember previous actions
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Safety Occurrence Discussion Cards Concept

Draft – to be developed
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Other uses

• One neutral taxonomy can serve many more 
purposes
• Normal operations safety surveys (e.g. to choose markers)
• Risk assessments 
• Workshops 
• Simulations 
• etc
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Next steps

• Check and amend neutralization of terms;
• Check and amend definitions;
• Check and collect more examples;
• Implement the neutralised contributing factors in 

RAT (Risk Analysis Tool);
• Train investigators to shift to the new paradigm 

of positive contributing factors .

17
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Quick wins cont’d
Introduction of the following 10 Principles in the 
Investigation

1. Field experts
2. Local rationality
3. Just culture

4. Demand, Production pressure & Goal conflict 
5. Preconditions 
6. Resources
7. Controls 

8. Flow
9. Efficiency-thoroughness trade-off
10. Performance variability

View of the 
person as part 
of the system

View of 
system 

conditions

View of human 
& system 

performance 
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ATM/ANS Modeling
of normal operations



10/24/13 20

ATM/ANS Modeling - Top Level view
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ATM/ANS Modeling – completed using SADT 
(Structured Analysis and Design Technique)
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We modeled at Sub-function level – e.g. F5 
Manage Traffic
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We modeled at Sub-function level – F5 Manage 
Traffic
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We modeled at Sub-function level – F5 Manage 
Traffic
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Next step is to move from SADT to FRAM

• Not trivial
• Requires SW support

• Then try various changes and analyze different instantiations
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Expectations

• Availability of robust SW tool to support the way forward;
• Validation of the ATM/ANS functions;
• Usage of the modeling for Safety-II rather Safety-I – 

incidents etc.;
• Safety in support of operations rather safety against costs;
• Bring others into the project;
• Cross industry exchange;
• Prove that it works and is worth it;
• Promotion;
• Changing the culture of ATM towards Safety II. (including 

Regulators).
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QUESTIONS ?


	What Next ? In the partnership EUROCONTROL & DFS & Prof Hollnagel
	Who is EUROCONTROL
	Traffic doubles by 2020
	One normal day of Traffic
	One less normal
	What next
	Building the foundation in the past – Resilience Engineering White Paper 2009
	From Safety-I to Safety-II EUROCONTROL White Paper to be ready for Dublin 26-27 Sept 2013 Seminar
	Quick wins – neutralisation of contributing factors The problem with negative contributory factors
	What went right?
	What could go right?
	Some are already neutral
	And a few are already positive
	Examples
	Slide 15
	Other uses
	Next steps
	Quick wins cont’d Introduction of the following 10 Principles in the Investigation
	ATM/ANS Modeling of normal operations
	ATM/ANS Modeling - Top Level view
	ATM/ANS Modeling – completed using SADT (Structured Analysis and Design Technique)
	We modeled at Sub-function level – e.g. F5 Manage Traffic
	We modeled at Sub-function level – F5 Manage Traffic
	Slide 24
	Next step is to move from SADT to FRAM
	Expectations
	QUESTIONS ?

